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\section*{ABSTRACT}

With the increasing interest in wave energy, and when moving towards commercial-scale wave-energy projects, a detailed understanding of the interactions between single and arrays of wave-energy converters (WECs) with the ambient wave and flow field becomes imperative for both design and operational purposes, as well as assessment of their environmental impacts. This work presents a new numerical approach to simulate the nonlinear evolution of the waves and their interactions with a submerged wave-energy converter at the scale of a realistic coastal region. The numerical approach is based on the non-hydrostatic framework, and implemented in the open-source SWASH model, which provides an efficient tool to simulate the nonlinear evolution of waves over realistic coastal bathymetries. Here, we present a numerical extension to the non-hydrostatic approach to account for interactions between waves and a submerged point absorber, and to capture the response of such a wave energy device. Model results are compared with an analytical solution based on potential flow theory, a CFD simulation, and experimental data to validate its capabilities in simulating the wave-WEC interactions for both linear and nonlinear wave conditions. Overall, the results of this validation demonstrate that the model captures the wave-structure interactions and the body response with satisfactory accuracy. Notably, the results also indicate that a coarse vertical resolution was sufficient to capture these dynamics, making the model sufficiently computationally efficient to simulate the interaction of waves and WECs over large scales. As a consequence, this new modelling approach should provide a promising new alternative to simulate the interactions between nonlinear wave fields and submerged point absorbers at the scale of a realistic coastal region.

\section*{1. Introduction}

Ocean waves provide a vast marine energy source that has the potential to contribute to the future renewable energy mix. To harness the power of the waves, numerous types of Wave Energy Converters (WECs) have been and are currently under development. Despite a vast number of different technologies, all designs require a large number of devices, arranged in a so-called wave farm, to extract a substantial amount of energy.

Wave farms of considerable size (say 10 to 100 devices) will likely alter both the wave field and circulation patterns in their vicinity. Devices that are arranged in arrays will also interact with each other through both scattered and radiated waves. This can subsequently impact the power generated by the individual devices, known as the “park effect” (e.g., Babarit, 2013), whereby the power take-off of N devices will not necessarily be equal to N times the power take-off of a solitary device. Furthermore, the disturbance of wave and current fields can also potentially alter the natural conditions in the coastal zone (e.g., causing erosion or accretion of adjacent beaches), and adversely affect recreational activities (e.g., surfing) in surrounding areas. Adverse environmental effects thereby pose considerable risks in terms of financial costs for wave energy developers, and can also damage the public perception of a wave farm and wave energy more generally. A thorough understanding of both the park effect and the environmental impact is therefore of critical importance for the wave energy industry when moving towards wave farms of substantial size.

To date, no commercial-scale wave farms have been constructed, and field evidence regarding these aspects is essentially non-existent. Furthermore, laboratory studies on this subject are limited (Day et al., 2015) – apart from a few exceptions (e.g., Stratigaki et al., 2014; Özkan-Haller et al., 2017) – as they are very costly to conduct at the relevant temporal and spatial scale. Consequently, our understanding of park...
effects and environmental impacts by wave farms primarily relies on numerical modelling (see, for example, Wolgamot and Fitzgerald (2015) and Folley (2016) for detailed overviews of available numerical tools).

Traditionally, the local interactions between waves and floating structures have been modelled based on the potential flow equations, either solved analytically or by means of the Boundary Element Method (BEM). These techniques have also found widespread use in the wave energy community (e.g., Mavrakos and McIver, 1997; Li and Yu, 2012; Folley, 2016). They are primarily suited to resolve the details of the wave-WEC interactions (i.e., the near-field effects), and have mainly been used to study and maximise the power output of (arrays of) WECs (e.g., Wolgamot et al., 2012; Babarit et al., 2012). They are however not specifically designed to simulate the larger scale impact of WEC farms (or far-field effects), especially at the scales which are relevant when considering the environmental impact. For example, they do not account for all physical processes that are relevant to understand potential coastal impacts of wave farms (e.g., the evolution of waves over variable bathymetry, nonlinear wave interactions, and wave breaking).

For this type of application, alternative methods have been developed. The most commonly applied approach to simulate how wave farms may modify coastal wave fields is based on phase-averaged (or spectral) wave models (e.g., Gonzalez-Santamaria et al., 2013; Abanades et al., 2014; Iglesias and Carballo, 2014; Bergillos et al., 2018). With spectral wave models, the spatial and temporal evolution of the statistical properties of a wave field are modelled through the wave action balance equation, including various source terms to account for wave-related processes (e.g., wind generation, nonlinear wave interactions, and wave breaking). The impact of the energy extraction by the WECs on the wave field is typically modelled as a reduction in wave energy (or wave height) in the lee of the wave farm (Millar et al., 2007; Smith et al., 2012; Chang et al., 2016), where the energy extraction can be obtained from experiments or models that resolve the wave-structure interactions (e.g., the BEM). As phase-averaged models parameterise the relevant physical processes, they thereby do not fully represent the processes that determine the wave-WEC interactions and the wave transformation in coastal waters (e.g., diffusion and nonlinear wave-wave interactions). For example, the parametrisations of the WEC energy extraction do not account for the scattering and radiation of waves by the WEC (e.g., Özkan-Haller et al., 2017). The absence of such processes may consequently result in unrealistic predictions of the environmental impact of wave farms.

As an alternative, several studies proposed the use of a phase-resolving wave model to simulate the disturbance of the wave field by a wave farm (e.g., Beets et al., 2010a; b; Greenwood et al., 2016; Troch and Stratigaki, 2016). With the most advanced version of this approach (Troch and Stratigaki, 2016; Verbrugghe et al., 2017), the impact of the wave farm on the wave field is modelled combining a BEM code to simulate the wave-structure interactions, and a phase-resolving wave model based on the potential flow equations to simulate the evolution of the waves on coastal scales (either through the mild-slope equations, Radder and Dingemans, 1985, or fully nonlinear potential flow theory, Engsig-Karup et al., 2009). In this manner, the model aims to resolve the relevant physical processes in the vicinity of the device (e.g., the radiation of waves by the motions of the WEC), and the wave processes that act on larger scales (e.g., shoaling and diffraction). However, this approach relies on the coupling with a linear wave-structure interaction model, formally restricting this method to small wave amplitudes. Furthermore, simulating the impacts of wave farms on the nearshore circulation patterns that drive the shoreline response (i.e., the erosion or accretion of a beach) will require a coupling between this approach and a circulation model.

For more extreme wave conditions, Computational Fluid Dynamic (CFD) models are better suited to simulate the wave-WEC interactions (e.g., Agamloh et al., 2008; Chen et al., 2017; Crespo et al., 2017; Ransley et al., 2017; Bharath et al., 2018; Devolder et al., 2018). Such models can resolve the detailed turbulent flow field around the WEC, and can ideally account for all relevant physical processes that affect the wave-structure interactions. Given their detail, they require considerable computational resources which restricts their application to small spatial and temporal scales, and consequently to a single or small number of devices. CFD models are therefore at present not suited to resolve the impact of WEC farms at the spatial and temporal scales of interest.

In this work we pursue an alternative approach to numerically simulate the impact of WECs on the incident wave field, including the park effects and downstream environmental impacts of wave farms, at both relatively large scales (i.e., the nonlinear evolution of the waves over variable bathymetry and the wave-induced currents) and small scale (i.e., the wave-structure interactions). Our numerical methodology is based on the non-hydrostatic approach (e.g., Yamazaki et al., 2009; Ma et al., 2012; Ai and Jin, 2012), and implemented in the non-hydrostatic wave-flow model SWASH1 (Zijlema et al., 2011). Non-hydrostatic wave-flow models have become a popular tool to simulate the nonlinear wave evolution and wave-induced currents in nearshore regions due to their efficiency in resolving these dynamics at coastal scales (e.g., Rijnsdorp et al., 2015, 2017; Gomes et al., 2016; Garcia-Medina et al., 2017, and many others).

This paper presents a new extension to the non-hydrostatic approach to account for the interactions between the waves and a single submerged point absorber (Section 2 and 3). To demonstrate the capabilities of the approach in simulating these interactions and the wave-induced response of the submerged device, model predictions are compared to an analytical solution based on potential flow theory for linear waves, and laboratory and numerical experiments for nonlinear wave conditions (Section 4). This work thereby provides the first step towards simulating the interactions between the waves and a WEC at the scale of a realistic coastal region using a non-hydrostatic wave-flow model (Section 5–6). Although the present work focuses on submerged point absorber devices, we envision that the numerical approach can be expanded to include other devices (e.g., floating point absorbers, bottom-mounted flaps, and oscillating water columns), pushing our modelling capabilities towards accurate predictions of large-scale impacts by arrays of generic WECs.

2. Governing equations

2.1. Fluid motion

The governing equations of the model are the Reynolds-Averaged Navier-Stokes equations for an incompressible fluid of constant density ρ. The fluid is bounded by the bottom z = −d(x, y), the free-surface z = ζ(x, y, t), and a submerged obstacle with its top and bottom at z = −S(x, y, t) and z = −S(x, y, t), respectively; where t is time and ⟨x, y, z⟩ are the Cartesian coordinates (see Fig. 1). Using the Einstein summation convention, the governing equations are,

\[ \frac{\partial u_i}{\partial t} + \frac{\partial u_i u_j}{\partial x_j} + \frac{\partial p}{\partial x_i} + g_i = \frac{\partial \bar{W}_i}{\partial x_i}, \]

where i and j are equal to (1,2,3), with \( \langle x_i, x_j, x_k \rangle = (x, y, z) \), \( g \) represents the contribution of the gravitational acceleration \( (0.0, g) \), \( u_i \) is the velocity component of \( \bar{W} \) in the x direction, \( \tau_k \) represents the turbulent stresses (which are estimated based on the eddy viscosity approximation), and \( p \) is the total pressure normalised by the reference density \( \rho \). The total normalised pressure is defined as

\[ R = \frac{p}{\mu}, \]

where \( \mu \) is the fluid viscosity.
$p = \rho g (\zeta - z) + \rho q$; in which the first term represents the hydrostatic pressure, and $q$ is the non-hydrostatic pressure.

Assuming that the vertical boundaries are a single valued function of the horizontal coordinates, the following kinematic conditions apply at the free-surface and the (immobile and impermeable) bottom,

$$
\left. w \right|_{z=\zeta} = \left( \frac{\partial \zeta}{\partial t} + u \frac{\partial \zeta}{\partial x} + v \frac{\partial \zeta}{\partial y} \right) n, \quad (x, y, z) \in S
$$

(3)

$$
\left. w \right|_{z=-d} = \frac{\partial d}{\partial t} - \frac{\partial d}{\partial y} \left( y \right)
$$

(4)

With the inclusion of a submerged body within the fluid, additional kinematic boundary conditions are introduced at the interface between the fluid and the object, where the fluid velocity equals the body velocity,

$$
\mathbf{u} \cdot \mathbf{n} = \left( \frac{\partial \mathbf{X}}{\partial t} + \mathbf{v} \times (\mathbf{r} - \mathbf{r}_c) \right) \cdot \mathbf{n}, \quad (x, y, z) \in \Sigma
$$

(5)

where $\mathbf{u} = (u, v, w)$ are the flow velocities, $\mathbf{X} = (X, Y, Z)$ are the displacements of the body in $x$, direction, $\mathbf{r} = (r_x, r_y, r_z)$ are the rotations of the body in $x$, direction, $\mathbf{n}$ is the unit vector normal to the body surface $\Sigma$, $\mathbf{r}$ is the position vector, and $\mathbf{r}_c$ is the position vector of the centre of gravity of the body. The motions of the body are governed by the rigid body equations, which will be presented in Section 2.2.

The temporal evolution of the free-surface is described by the global continuity equation, which is derived by integrating the local continuity Eq. (1) over the water column and applying the kinematic boundary conditions (Eqs. (3)-(5)),

$$
\frac{\partial \zeta}{\partial t} + \int_{-d}^{0} u \, dz + \int_{0}^{\zeta} \bar{v} \, dz = 0.
$$

(6)

To complete the set of equations, boundary conditions are required at all boundaries of the domain (e.g., the free-surface, the bottom, and the horizontal boundaries). At the free-surface, we neglect the influence of viscous stresses and the influence of surface tension. Assuming that the atmospheric pressure is constant and equal to zero (for simplicity), the non-hydrostatic pressure is set to zero at the free-surface (e.g., Stelling and Zijlma, 2003). At the bottom, the vertical velocity is imposed based on the kinematic boundary condition (Eq. (4)), and two tangential stresses (in $x$ and $y$-direction, respectively) are specified to account for bottom friction. Similarly, the horizontal and vertical velocities along the body surface are computed following the kinematic boundary condition (Eq. (5)). We further assume that the submerged body is smooth, and thereby neglect the tangential stresses at its surface. Horizontal velocities are prescribed at the lateral boundaries of the domain (e.g., to generate waves or replicate closed boundaries). Finally, a combination of the $k - \epsilon$ (Lauder and Spalding, 1974) and Smagorinsky-type approximation (Smagorinsky, 1963) is used to compute the eddy viscosities (see Rijnsdorp et al., 2017, for more details).

### 2.2. Body motion

In this work we consider a submerged body that is restrained by an arbitrary number of tethers, see Fig. 2 for an example with one (Fig. 2a) and three taut tethers (Fig. 2b) that each include a power take-off (PTO) unit. The motions of the submerged body constrained by an arbitrary number of tethers are described following Newton’s second law,

$$
m \frac{\partial^2 \mathbf{X}}{\partial t^2} = \mathbf{F}.
$$

(7)

$$
\mathbf{I} \frac{\partial^2 \Theta}{\partial t^2} = \mathbf{M}.
$$

(8)

where $\mathbf{X}$ and $\Theta$ describe the translations and rotations of the rigid body with respect to its centre of gravity, respectively, $m$ is the mass of the body, and $\mathbf{I} = (I_x, I_y, I_z)$ represents the moments of inertia. Furthermore, $\mathbf{F} = (F_x, F_y, F_z)$ and $\mathbf{M} = (M_x, M_y, M_z)$ represent the net external forces and moments acting on the body with respect to its centre of mass, respectively.

The external forces and moments are a combination of both hydrodynamic contributions, and the contributions of the mooring lines. The hydrodynamic contributions follow from integrating the (moments of) pressure over the surface of the body $\Sigma$,

$$
\mathbf{F}_h = \int_{\Sigma} \mathbf{p} \mathbf{n} \, d\Sigma,
$$

(9)

$$
\mathbf{M}_h = \int_{\Sigma} (\mathbf{r} - \mathbf{r}_c) \mathbf{p} \mathbf{n} \, d\Sigma.
$$

(10)

The forces and moments induced by the tethers and PTO units depend on the mooring configuration of the submerged body. In this study, we model the influence of the tether and the PTO system as a linear spring damper (e.g., Babarit et al., 2012; Alves, 2016; Sergiienko et al., 2017). In this case, the force induced by each tether at its
attachment point to the body is given by,
\[ \mathbf{F}_l = -\mathbf{n} \left( C + K_{\text{pos}} l + B_{\text{pos}} \frac{d l}{d t} \right) \]  
(11)

where \( \mathbf{n} \) is the unit vector normal to the line attachment point, \( C \) is the pretension of a tether to counteract the buoyancy force, \( l \) is the linear displacement of the tether, and \( B_{\text{pos}} \) and \( K_{\text{pos}} \) are the damping and spring coefficient of the PTO unit, respectively. Although this work only considers the PTO to act as a linear spring damper, this can easily be extended with any other mathematical formulation that mimics the PTO behaviour. For example, end stop forces (e.g., Babarit et al., 2012) can be included to control the maximum stroke of the PTO.

3. Numerical implementation

The fluid domain is divided into \( K \) terrain-following layers in the vertical direction, and into cells with a resolution of \( \Delta x \) and \( \Delta y \) in the \( x \) and \( y \) directions, respectively. Away from the object, the spatially-varying layer thickness is computed as \( h_k = f_k (z + d) \), where \( f_k \) indicates the relative thickness of each layer (i.e., \( 0 < f_k \leq 1 \) and \( \sum_{k=1}^{K} f_k = 1 \)). To accommodate the submerged obstacle within the grid, a body conforming grid is used for the cells that include the obstacle. In this region, the cells are divided into three regions: above, inside, and below the obstacle; where the layer thickness is determined as,

\[
\begin{align*}
    h_k &= \frac{z + S_i}{K_{S_i}}, \quad k \leq k_{S_i}, \\
    h_k &= \frac{S_i - S_s}{K_{S_s} - 1}, \quad k_{S_i} < k < k_{S_b}, \\
    h_k &= \frac{d - S_s}{K - K_{S_b} + 1}, \quad k \geq k_{S_b},
\end{align*}
\]

where \( K_{S_i} \) and \( K_{S_b} \) indicate the layer above and below the obstacle, respectively, \( S_i \) is the distance from the surface to the top of the body, and \( S_s \) is the distance from the bottom of the body to the bottom (Fig. 3). To ensure a smooth transition between the two grid layering systems, we use an overlapping region with a width equal to the body diameter in which a linearly varying layer thickness smoothly connects the two grid systems. The flow grid is updated every time step to accommodate for the motions of the free surface and the obstacle. With respect to the latter, we only accounted for the heave motion when updating the fluid grid (which will be discussed in further detail below).

The velocity components are positioned on the grid using a staggered arrangement and the free surface pressure is positioned at the vertical interfaces of a cell above and away from the body, whereas it is positioned at the centre of a cell underneath the body. In this manner, we can adopt the Keller-Box scheme (Lam and Simpson, 1976; Stelling and Zijlema, 2003) to efficiently resolve the dispersive properties of the free-surface waves, and the (traditional) cell-centred arrangement (e.g., Stansby and Zhou, 1998; Casulli and Stelling, 1998) which allows for an easier implementation in the pressurised region underneath the body (where the celerity is infinite).

With this implementation, the body is directly included in the fluid domain, and the relevant kinematic boundary conditions can be directly applied at the fluid-structure interfaces. Furthermore, the use of a terrain-following coordinate system for the \( z \)-direction permits a straightforward inclusion of its heaving motion. However, significant horizontal body motions and rotations can not be straightforwardly included without altering the horizontal grid structure (or using an immersed boundary type method). Although this is a limitation of our implementation, we wish to keep the numerical method as simple and efficient as possible and, therefore, tentatively assume that the horizontal motions and rotations are small with respect to the fluid grid. Thus, we neglect these motions of the body within the fluid grid. Although this formally restricts the approach to relatively small body motions and rotations, we demonstrate how our methodology still adequately replicates the body response in nonlinear wave conditions (see Section 4.3.2).

In the following (Section 3.1–3.3), we present the methodology to solve the governing equations on the numerical grid. To keep a concise description, the equations are presented in a semi-discrete form which is obtained by discretising the vertical dimensions, while retaining a continuous description for the horizontal coordinates and time. Furthermore, we omitted the turbulent stresses from the description below as the implementation of the turbulent terms are not affected by the inclusion of a submerged obstacle.

3.1. Fluid motion

The position of the free-surface is governed by the global continuity equation (6). In semi-discretised form, a global mass conserving discretisation of this equation is,

\[
\frac{\partial \zeta}{\partial t} + \sum_{k=1}^{K} \left[ \frac{\partial h_k u_k}{\partial x} + \frac{\partial h_k v_k}{\partial y} \right] = 0,
\]

(15)

where \( u_k \) and \( v_k \) is the layer-averaged velocity in layer \( k \) in the \( x \) and \( y \) direction. A local mass conserving equation is derived by integrating the local continuity equation over a layer \( k \) (i.e., over \( z_k^- \leq z \leq z_k^+ \)),

\[
\begin{align*}
    \frac{\partial h_k u_k}{\partial x} + \frac{\partial h_k v_k}{\partial y} + w_k^+ - w_k^- - \Pi_z^+ \frac{\partial z_k^+}{\partial x} + \Pi_z^- \frac{\partial z_k^-}{\partial x} - \Pi_v^+ \frac{\partial z_k^+}{\partial y} \\
    + \Pi_v^- \frac{\partial z_k^-}{\partial y} = 0,
\end{align*}
\]

(16)

where \( z_k^\pm \) are the vertical layer interfaces of a cell, and the overline indicates that the respective variable (e.g., \( \Pi_z \)) is computed by means of linear interpolation.

To compute the temporal variation of the vertical velocity field, the vertical momentum Eq. (2) is first integrated over \( z_k^- \leq z \leq z_{k+1} \). In semi-discretised form, the resulting equation is,

\[
\begin{align*}
    \frac{\partial h_k w_k^+}{\partial t} + \frac{\partial h_k \Pi_z w_k^+}{\partial x} + \frac{\partial h_k \Pi_v w_k^+}{\partial y} + w_{k+1} \delta z_{k+1} - w_k \delta z_k \\
    = -h_k \left( \frac{\partial \zeta}{\partial x} \right)_{z_k^+},
\end{align*}
\]

(17)

in which the turbulent terms are omitted for brevity. Here, the brackets indicate averaging over a \( w \)-velocity layer, \( \langle \cdot \rangle_{z_k^+} = \frac{1}{z_{k+1} - z_k} \int_{z_k}^{z_{k+1}} \cdot \, dz \), and \( \omega \) is the relative vertical velocity which is defined as,
\[ \omega_{k+} = w_{k+} \frac{\partial \omega_k}{\partial t} - \frac{\partial}{\partial x} \left( \frac{\partial \omega_k}{\partial y} \right) \]  

Furthermore, the hat indicates that the respective variable (in this case the transported vertical momentum) is computed using an appropriate flux-limited interpolation (e.g., Zijlema et al., 2011).

In a similar fashion, the temporal variation of the horizontal velocity field is computed based on the horizontal momentum Eq. (2), after integrating over \( z_k \leq z \leq z_{k+} \). For example, the \( u \)-momentum equation in semi-discretised form is (again omitting the turbulent terms for brevity),

\[ \frac{\partial u_k}{\partial t} + \frac{\partial u_k^2}{\partial x} + \frac{\partial u_k v_k}{\partial y} + \frac{\partial u_k \omega_k}{\partial z} = - \gamma_1 \frac{\partial q_k}{\partial x} - h_k \left( \frac{\partial q_k}{\partial x} / z_k \right), \]

where the brackets indicate averaging over a \( u \)-velocity layer, \( \langle \ldots \rangle_k_n = \frac{1}{z_k - z_{k-1}} \int_{z_{k-1}}^{z_k} \ldots \, dz \).

In these semi-discretised momentum equations, the non-hydrostatic pressure gradient is not evaluated. As mentioned previously, a pressure variable is positioned at the vertical cell face when a cell is located away or above the obstacle, and it is positioned in the cell centre if the cell is located underneath the obstacle. In case of the vertical momentum equation, the non-hydrostatic pressure term is discretised using standard central differences when a cell is located underneath the obstacle,

\[ \frac{\partial q_k}{\partial z} \bigg|_{z_k} = \frac{q_{k+} - q_k}{h_k}, \]

In contrast, this term is discretised using the Hermitian relation when a cell is located away or above the obstacle (e.g., Rijnsdorp and Zijlema, 2016),

\[ \frac{\partial q_k}{\partial z} \bigg|_{z_k} + \frac{\partial q_k}{\partial z} \bigg|_{z_k} = \frac{q_{k+} - q_k}{h_k}. \]

For the \( u \)-momentum equation, the non-hydrostatic pressure term is evaluated as follows (and in a similar fashion for the \( v \)-momentum equation),

\[ \frac{\partial q_k}{\partial z} \bigg|_{z_k} = \frac{1}{z_k} \left[ \frac{\partial q_k}{\partial z} \bigg|_{z_k - q_{k+} - q_{k-} \frac{z_k - z_{k-}}{z_k} + q_{k+} \frac{z_k - z_{k-}}{z_k}} \right] \]  

(Above and away from the obstacle),

\[ \frac{\partial q_k}{\partial z} \bigg|_{z_k} = \frac{1}{z_k} \left[ \frac{\partial q_k}{\partial z} \bigg|_{z_k - q_{k+} - q_{k-} \frac{z_k - z_{k-}}{z_k} + q_{k+} \frac{z_k - z_{k-}}{z_k}} \right] \]  

(Underneath the obstacle).

These dynamical equations for the horizontal and vertical velocities (Eq. (17)-(19)) apply when the respective variable is located in the fluid domain. When a variable is located at the bottom boundary or at the fluid-structure interface, we impose the relevant kinematic boundary conditions (Eqs. (4) and (5)). The kinematic boundary conditions introduce the coupling between the body and the fluid motion in the flow equations.

To complete the description of the numerical model, the continuous description for time and the horizontal dimensions needs to be replaced by discrete approximations. In this work, we closely follow the original methodology of the SWASH model (Zijlema and Stelling, 2005, 2008; Zijlema et al., 2011), in which the equations are discretised on a curvilinear grid. Combined with the staggered variable arrangement, the horizontal gradients of the hydrostatic and non-hydrostatic pressure are computed using central differences. The temporal evolution of the equations is evaluated using the second-order accurate leapfrog scheme (Hansen, 1956) to couple the flow and hydrostatic pressure. This is combined with a second-order pressure correction scheme (Van Kan, 1986) to account for the non-hydrostatic pressure. The horizontal advective terms are discretised in space and time using the second-order flux limited MacCormack scheme, in combination with the approach of Stelling and Duinmeijer (2003) to ensure proper conservation properties in case of flow contractions and flow expansions (e.g., breaking waves). To avoid small time steps in case of thin water layers, the vertical advective terms are discretised using implicit time integration schemes.

### 3.2. Body motion

The equations for the body motion are discretised using the Newmark scheme (Newmark, 1959). For example, the acceleration \( \ddot{A} \) (\( \dot{F} \)), velocity \( \dot{V} \) (\( \dot{V} \)), and translation \( X \) of the submerged body are evaluated as,

\[ \ddot{A} = \frac{F_{n+1} + \sum_{m=1}^{N_m} F_{m+1}}{m}; \]

\[ \dot{V} = \dot{V} + \Delta t(1-\gamma)\ddot{A} + \gamma\ddot{A}, \]

\[ X_{n+1} = X_n + \Delta t\dot{V} + \frac{\Delta t^2}{2}(1-2\beta)\ddot{A} + 2\beta\ddot{A}. \]

The primary difficulty in solving this system of equations is related to the implicit contribution of the external forces and moments, which need to be evaluated at the next time step (\( n + 1 \)) (e.g., F(\( n + 1 \))). This mainly applies to the hydrodynamic forces and moments, which are computed as the integral of the pressure (momentum) over the surface of the body, Eqs. (9) and (10). The hydrodynamic forces and moments depend on the pressure at the body surface, which corresponds to the second-order accurate Newmark scheme. The rotation of the body \( \Theta \) and its time derivative \( \dot{\Theta} = \frac{\dot{\Theta}}{\Theta} \) are computed in a similar fashion. The resulting system of equations determine the unknown body motions (i.e., \( X_{n+1}, \dot{X}_{n+1}, \dot{\Theta}_{n+1}, \ddot{\Theta}_{n+1} \)).

To overcome this, we use an under relaxation scheme when computing the body response,

\[ \ddot{A}_{n+1} = (1-\alpha)\ddot{A}_{n+1} + \alpha\ddot{A}_{n+1}, \]

where \( \alpha \) is the under-relaxation parameter (0 ≤ \( \alpha \) ≤ 1), and the tilde indicates the under-relaxed solution, and \( j \) indicates the iteration number during a time step. For all simulations in this work, the under-relaxation parameter was set as \( \alpha = 0.3 \).

### 3.3. Fluid-structure coupling and solution algorithm

The kinematic boundary conditions at the hull of the submerged body (Eq. (5)) and the integral of the pressure (momentum) over this surface (Eqs. (9) and (10)) provide the coupling between the fluid motion and the body response. As the fluid motions depend on the body motions, and the body motions depend on the fluid pressure, an iterative technique is required to solve the governing equations (as discussed in Section 3.2).
We use the following solution algorithm to iteratively solve the set of equations that comprise the fluid and body dynamics.

1. Begin the computation with the fluid variables \( \{C^n, u^n, q^n\} \), and body motions \( \{X^n, V^n, \Theta^n, \Phi^n\} \) from the initial conditions or the previous time step.

2. Compute the fluid motion
   (a). Prescribe the kinematic boundary conditions, Eqs. (4) and (5), at the body surface based on the known body motions (e.g., \( V^n \) if \( k = 1 \), and \( V^n_k \) when \( k > 1 \)).
   (b). Solve the equations governing the fluid motion, Eq. (15)–(17), to obtain \( q^{n+1} \) and \( u^{n+1} \).

3. Compute the body motions
   (a). Integrate the pressure over the body surface to compute the hydrodynamic forces \( F_k^{n+1} \) and moments \( M_k^{n+1} \) acting on the body, Eqs. (9) and (10).
   (b). Compute the acceleration of the body for both the translational and rotational motions (e.g., Eq. (23)), and apply the under relaxation, Eqs. (26) and (27).
   (c). Compute the body velocity and motions of the \( k \)th iteration by solving the rigid body equations (e.g., Eqs. (24) and (25)).

4. Check convergence
   (a). Compute \( \Delta C_k = [V_k^{n+1} - V_k^n, \Phi_k^{n+1} - \Phi_k^n] \) to check if the solution has converged.
   (b). If \( |\Delta C_k| < \varepsilon \), advance the computation to the next time step, where \( \varepsilon \) is a small number. In this work, we set \( \varepsilon = 10^{-6} \) to ensure that convergence is reached.
   (c). Otherwise, return to step 2a, and repeat the procedure until convergence is reached.

4. Test cases

4.1. Convergence test

As a first test, we study the convergence of the developed model when simulating the interaction of a linear monochromatic wave (with amplitude \( a = 0.005 \) m and period \( T = 10 \) s) with a submerged cylinder (see Fig. 4 for the relevant dimensions) that is located in a water depth \( d = 10 \) m, including a sponge layer at the eastern boundary to absorb the outgoing waves. In this test, body motions are not included and we thereby consider the interactions of the waves with a fixed submerged obstacle (known as the diffraction problem). We tested the convergence of the model for a variable horizontal and vertical grid resolution. For the horizontal convergence test, the grid resolution was varied between \( 10 - 50 \) points per cylinder diameter (resulting in \( \Delta x \approx 0.3 - 2.0 \) m) with a constant number of 3 layers in the vertical and a constant time step of \( \Delta t = 0.016 \) s. For the vertical convergence test, we used 3 – 12 layers with a constant horizontal grid resolution of \( \Delta x = 0.20 \) m and a constant time step of \( \Delta t = 0.08 \) s. For all simulations, 1 layer was located above the obstacle \( (k_S = 1) \) and 1 layer ran through the obstacle \( (k_S = 3) \), with the remaining layers located below the obstacle.

To quantify the model convergence, we computed the normalized root-mean-square-error (nE) of the vertical force time series \( F_z^n \) (see Appendix A for its definition). For both the horizontal and vertical resolution, the nE reduced for an increasingly fine grid resolution (see Fig. 5). Fitting an exponential function through the results \( f(\Delta x) = a(\Delta x)^b \), where \( a \) and \( b \) are real numbers) indicates that for both grid resolutions the model converged with a rate of about \( b = 1.7 \).

4.2. Linear waves

To validate the model for linear waves, we compared model results with an analytical solution of the linearised potential flow problem for monochromatic waves interacting with a submerged cylinder. This includes a) the interactions of the waves with a non-moving obstacle (the diffraction problem), b) the radiation of waves due to forced obstacle motions (the radiation problem), and c) the fully-coupled wave-induced response of the device. We considered a range of monochromatic waves with wave periods ranging \( T = 4 - 14 \) s (with 1 s increments), and a cylinder with constant dimensions that is located in a water depth ranging \( d = 10 - 60 \) m (with 10 m increments), see Fig. 4 for the relevant dimensions and a sketch of the problem set-up for the diffraction and body response simulations. For the radiation problem we used a similar set-up, but with sponge layers located at all side boundaries of the domain to absorb the radiated waves. To facilitate a comparison with the linear potential flow theory, the amplitude of the incident wave is

\[ \sim \Delta z^{1.6} \]

\[ \sim \Delta z^{1.8} \]
waves and the forced body motions (in the case of the radiation problem) was set to \( a = 0.005 \) m for all simulations. The cylinder with a volume of \( 1.07 \times 10^3 \) m\(^3\) was positively buoyant with a density set at 240 kg m\(^{-3}\), resulting in a mass of \( m = 256.8 \times 10^3 \) kg and a moment of inertia of \( I_h = 641.7 \times 10^3 \) kg m\(^2\).

For the diffraction and radiation problem, we verified the numerical predictions by comparing them with the eigenfunction expansion solution of Jiang et al. (2014a, b). With this analytical approach, eigenfunction expansions of the velocity potential are matched at each of the sub-domain interfaces (i.e., away from the cylinder, above the cylinder, and underneath the cylinder). Truncating the eigenfunction series at \( N \) yields a linear system of algebraic equations, which can be solved numerically. For this test case, we truncated the eigenfunction series at \( N = 100 \), for which we observed that the analytical solutions converged for all water depths that were considered (not shown). To validate the model for the wave-induced response of the submerged cylinder, model predictions were compared to a frequency domain solution of the rigid body equations based on the hydrodynamic coefficients of the potential flow solution (see Appendix B for more details).

In the 3D numerical simulations, we used a rectangular domain with horizontal domain dimensions that are a multiple of the wave length \( L_w \), combined with sponge layers at the downwave end of the domain, to minimise the influence of wave reflections at the horizontal domain boundaries. The domain was discretised with a rectilinear grid in the horizontal directions, with the finest grid near the cylinder (\( \Delta x = \Delta y \approx 1 \) m, corresponding to 20 points per cylinder diameter). As we cannot perfectly reproduce a circular shape using a rectilinear grid, the grid was slightly altered to ensure that the cylinder in SWASH had the same volume as the analytical cylinder. The grid sizes increased away from the cylinder, with a maximum resolution that ensures at least 20 points per wave length. The number of vertical layers was chosen such that the aspect ratio of the horizontal versus the vertical grid resolution had a maximum of 10 away from the cylinder where equidistant layers were used (with a minimum of 3 layers). This resulted in a vertical resolution that decreased with the water depth and ranged 3 – 7 layers. For all simulations, similar to the convergence test case, only 1 layer was located above the obstacle (\( k_{x,y} = 1 \)), 1 layer ran through the obstacle (\( k_{x,y} = 3 \)), and the remaining layers were located below the obstacle. Each simulation was run for a duration of 10 wave periods after steady state conditions were reached. The time step was set as such to ensure that the Courant number was smaller than 0.8.

To illustrate the impact of the WEC on the wave field, Fig. 6 shows the surface elevation around a single tethered device moored at \( d = 10 \) m that is subject to an incident wave of \( T = 4 \) s. This snapshot shows how the diffracted wave field combined with the waves radiated by the body motions disturb the incident wave field in the lee of the obstacle. In the following, we will compare the model results with the potential flow solution for the diffraction and radiation problem (Section 4.2.1), and the wave-induced response of the body (Section 4.2.2). In both sections, we first discuss the results in detail for a single water depth, followed by a comparison for all 7 water depths.

4.2.1. Diffraction and radiation problem

To illustrate the agreement between the model predictions and the analytical solution, Fig. 7 shows the results for a case with \( d = 30 \) m for both the diffraction (Fig. 7a–c) and radiation problems (Fig. 7d–f). For the diffraction problem, the amplitude and phase (relative to the incident wave) of the vertical force (Fig. 7a), horizontal force (Fig. 7b), and moment (Fig. 7c) varied significantly as a function of the wave period \( T \). For the range of wave periods considered, the model reproduced both the amplitude and phase of the three load components.

A similar agreement between the model predictions and analytical solution was found for the hydrodynamic coefficients of the radiation problem (Fig. 7d–e), based on the added mass \( A \) and radiation damping \( B \) coefficient (computed as the part of the force that is in phase and out of phase with the cylinder acceleration, respectively). For all three degrees of freedom, the predicted and analytical hydrodynamic coefficients agreed well with the analytical solution for the range of wave periods considered. This includes the negative added mass that occurred at lower wave periods for the heave (Fig. 7d) and pitch problem (Fig. 7f). Discrepancies between the predictions and analytical results appeared to be largest (but still relatively small) at lower wave periods for the added mass coefficients in heave and especially pitch.

Comparing the results for all water depths, the predicted results and the analytical solution of the diffraction problem were in excellent agreement (Fig. 8a). This was confirmed by the three statistical model performance metrics (Table 1, see Appendix A for their definition), which indicate that the hydrodynamic loads were predicted with almost perfect skill, low errors, and near zero bias. For the radiation problem, discrepancies between the model predictions and analytical solution were typically larger (Fig. 8b and Table 1). Nonetheless, the model captured the variation of all hydrodynamic coefficients for the whole range of water depths (not shown), akin the results shown in Fig. 7d–f for \( d = 30 \) m.

4.2.2. Wave-induced response

To validate the model for the wave-induced response of the cylinder, we compared model predictions with a frequency domain solution of the rigid body equations based on the analytical hydrodynamic coefficients (see Appendix B for additional details). We considered two mooring arrangements with the cylinder being restrained by either one or three tethers that each include a PTO system (see Fig. 2). The PTO parameters \( (K_{p0} \text{ and } B_{p0}) \) were chosen such that the undamped natural frequency in heave equals \( f = 0.1 \) Hz. Similar to the previous section, we will first discuss the results for a single water depth in detail, followed by an overview of the results for all water depths.

The left panels of Fig. 9 show the results for the dynamic response and power take-off for the single tethered device moored at a depth of \( d = 30 \) m. For the range of wave periods considered, the predicted surge and heave response were in good agreement with the linear frequency domain solution (Fig. 9a and c), as the model captured their variation and typical magnitude. The agreement is confirmed by the Murphy Skill (MS) score (see Appendix A for its definition), which was MS = 0.86 for surge and MS = 0.96 for heave. In contrast, the pitch response was predicted with much poorer accuracy (MS = −64.2), as it was significantly over predicted for most of the wave periods and especially near \( T = 12 \) s (Fig. 9e). Near this wave period, the model appeared to predict a resonant pitch response, whereas the analytical model suggested a resonant response at \( T = 14 \) s. The discrepancies in the pitch response resulted in a high MS score of −64.2.
response illustrate the difficulties when simulating the wave-induced response of this submerged body, which are mostly related to the resonant nature of the device. Even though the excitation force and the hydrodynamic coefficients agreed well with the analytical solution for this depth, the resulting response can still show significant discrepancies. The predicted power take-off $P$ however agreed well with the analytical solution (Fig. 9g), with $MS = 0.94$. This result is consistent with the agreement in heave, as in the linear case $P$ only depends on the heave response (see Appendix B).

Typically, the overall response of the three-tethered device appears to be predicted with an accuracy that is comparable to the single tethered-device (right panels Fig. 9). Heave was predicted with the best

Table 1

<table>
<thead>
<tr>
<th></th>
<th>Diffraction problem</th>
<th>Radiation problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_x$</td>
<td>0.17</td>
<td>0.31</td>
</tr>
<tr>
<td>$\beta_z$</td>
<td>0.22</td>
<td>0.26</td>
</tr>
<tr>
<td>$\beta_y$</td>
<td>0.23</td>
<td>0.32</td>
</tr>
<tr>
<td>$\theta_z$</td>
<td>0.30</td>
<td>0.31</td>
</tr>
<tr>
<td>$\theta_y$</td>
<td>0.32</td>
<td>0.61</td>
</tr>
<tr>
<td>$\phi_z$</td>
<td>0.29</td>
<td>0.88</td>
</tr>
<tr>
<td>$\phi_y$</td>
<td>0.32</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Dynamic response

<table>
<thead>
<tr>
<th></th>
<th>1 tether</th>
<th>3 tethers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_x$</td>
<td>0.48</td>
<td>2.82</td>
</tr>
<tr>
<td>$\delta_z$</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>$\delta_y$</td>
<td>2.43</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 1
Normalised root mean square error (nE), relative bias (RB), and Murphy (1988) Skill Score of the numerical predictions (see Appendix A for their definitions) for the various parameters of the diffraction problem, radiation problem, and dynamic response for all wave periods and water depths that were considered in Section 4.2
skill (MS = 0.95), followed by pitch (MS = 0.20) and surge (MS = −3.1). Although the skill was poor for surge, the model captured the general frequency variation of the surge response (Fig. 9b). Notably, the model resolved the typical magnitude of the surge response, which was much smaller for the three-tethered device compared to the single-tethered device. Furthermore, the model captured the resonant pitch response much better than for the single tethered device, although the resonant peak appears to be predicted at a slightly lower wave period (Fig. 9f). For the three-tethered device, the power take-off depends on both the heave and the surge response (see Appendix B). Despite inaccuracies in the predicted surge response, the predicted power take-off agreed well with the analytical solution (MS = 0.93).

For both mooring arrangements, discrepancies were found to reduce significantly for an increasing number of vertical layers. With 30 instead of 4 vertical layers, the predicted body motions in surge and pitch were much improved (blue versus black markers in Fig. 9). This suggests that the discrepancies are not a fundamental flaw of the numerical methodology, but are related to modelling inaccuracies due to the coarse vertical resolutions that were used in this work. On average, the runtime of the 30 layer simulations was 7 times longer compared to the

![Fig. 9] Numerical predictions (makers) and analytical results (lines) for the dynamic response and the mean power take-off of a single (left panels) and three tethered device (right panels) moored at a water depth of d = 30 m. Panel a-f: normalised surge (panel a–b), heave (panel c–d), and pitch (panel e–f) response of the cylinder (left axis) and phase difference between the respective body motion and the incident wave (right axis). Panels g–h: normalised power take-off. Black markers indicate the normalised amplitudes and power take-off for a 4 layer simulation, and blue markers for a 30 layer simulation. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

![Fig. 10] Scatter plot of the numerical predictions (subscript _P_) versus the analytical results (subscript _A_) for the normalised body response (panel a and c), and the normalised mean power take-off _P_ (panel b and d) for a single tethered (panel a–b) and three tethered device (panel c–d). The black line indicates one on one correspondence, and the dashed lines indicate the 20% error bands. In panel (a), the colors indicate the respective degree of freedom, and for each degree of freedom, its body response is normalised by the maximum predicted motion of the body. The power take off is normalised with _P_ = _w_ ^2, where _w_ is the radial wave frequency and _a_ is the incident wave amplitude. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
simulations with 4 layers.

To summarize the findings for all water depths, Fig. 10 shows the results of the body response and mean power take-off for all simulations, and Table 1 shows the statistical metrics for the individual body motions (surge, heave, and pitch) and the mean power take-off. These results confirm that the simulations with \( d = 30 \) m are representative for all water depths. For both the single and three-tethered device, the agreement was best for the heave motion, followed by the surge and the pitch response. Although the individual motions of the device were occasionally predicted with significant inaccuracies, the power take-off and the dominant response of the device were reproduced with satisfactory accuracy, especially given the coarse vertical resolutions that were used.

4.3. Nonlinear waves

Following the test cases with linear waves, we aim to gain insight in the capabilities of the model for nonlinear conditions with larger wave amplitudes. For this purpose, we considered two test cases in which nonlinear waves interact with a submerged obstacle. The first test case considered the scattering of a solitary wave by a submerged pontoon (which is fixed in position). In the second test case we compared model results with a laboratory experiment of regular waves interacting with an idealised submerged floating breakwater (analogous to a submerged point absorber). For both test cases, the numerical simulations were performed with 3 layers, which is the minimum number of layers required to simulate the interactions of waves with submerged structures.

4.3.1. Scattering of a solitary wave by a submerged pontoon

Lin (2006) simulated the interaction of a solitary wave with a submerged pontoon using a \( \sigma \)-layer and Volume Of Fluid (VOF) based RANS model (see Fig. 11a for the test set-up). The domain had a length of 35 m with a still water depth of 1 m. The submerged object, with its centre located at \( x = 32.5 \) m, had a length of 5 m, a height of 0.4 m, and was positioned 0.25 m below the water surface. At the wavemaker, a solitary wave with a height of 0.1 m was generated. Both models of Lin (2006) gave near identical results despite their different vertical resolution (20 layers in case of the \( \sigma \)-layer model, and 130 meshes for the VOF model). To illustrate the capabilities of the SWASH model, we reproduced this test case with similar horizontal and temporal resolutions (\( \Delta x = 0.05 \) m, and \( \Delta t = 0.01 \) s), but with only 3 vertical layers.

SWASH predictions of the surface elevation were compared with the solution of Lin (2006) at three output locations (Fig. 11b–d). After generation, the solitary wave propagated towards the obstacle, where it arrived after about 12 s, and was partially reflected and transmitted. The reflected wave reached the first output location (W1) at \( t \approx 22.5 \) s, after which it was absorbed by the wavemaker. On top of the obstacle, the solitary wave deformed as it pitched forward, followed by a negative trough (Fig. 11b). The peak of the transmitted wave reached the final output location (W3) after \( t \approx 24 \) s, followed by some small oscillations (Fig. 11c). At all three output locations, the SWASH predicted surface elevation was in excellent agreement with the reference solution (with an average \( nE = 0.10 \) and \( MS = 0.99 \)).

We note that a similar test case was used by Ma et al. (2016) to validate NHWAVE, a non-hydrostatic wave-flow model that they extended with the immersed boundary method to resolve the wave-structure interactions. They found a similar agreement between their
non-hydrostatic model and a VOF model. However, in contrast to the results presented here, Ma et al. (2016) used 40 layers to simulate these dynamics (in order to capture the flow field around the obstacle). Given the fine vertical resolution, their computations likely required considerably larger computational resources as such detailed simulations are typically an order of magnitude slower compared to the three-layer simulations of this work. On the other hand, the three-layer simulations of this work do not capture the vertical flow structure. However, if the evolution of the solitary wave is of primary interest this work shows that a coarse vertical resolution is sufficient to capture such dynamics.

### 4.3.2. Wave interactions with a moored submerged obstacle

As a final test case, we compared model predictions with the laboratory experiment of Peng et al. (2013), who considered the interactions of a (nonlinear) regular wave with a submerged floating breakwater. Although this is not a wave energy device, it is directly analogous to a multi-tethered wave energy device (4 tethers in this case). This experiment was conducted in a 30 long wave flume with a (still) water depth of 0.6 m (see Fig. 12a for all relevant dimensions).

The positively buoyant pontoon \((m = 28.6 \text{ kg}, \text{ and } I_0 = 0.435 \text{ kg m}^2)\) was located roughly halfway down the flume and extended almost completely across the flume. To ensure that the 3D experiment can be regarded as a 2D test case, the body was moored using four carefully arranged steel chains that ensured symmetry in \(x\) and \(y\)-direction (refer to Peng et al., 2013, for more details). At the wavemaker, a regular wave with a height of 0.046 m and period of 1 s was generated. A wave absorber was positioned at the downwave end of the flume to minimise reflections. Waves were observed to break on top of the breakwater, illustrating the non-linearity of this test case.

To reproduce the experiment, SWASH was employed with a horizontal grid resolution of \(\Delta x = 0.02 \text{ m} \) (corresponding to \( \approx 70 \) points per wave length and 20 points per breakwater length), 3 layers in the vertical, and a time step of \( \Delta t = 0.003 \text{ s} \). Waves were generated inside the domain using a source function (Lin and Liu, 1999), and sponge layers (measuring approximately two wave lengths) were used at both ends of the numerical domain to minimise unwanted wave reflections (see Fig. 12b for a sketch of the numerical set-up). The target wave height was calibrated by matching the measured surge response of the breakwater. Following Ren et al. (2017), the mooring lines were modelled as stiff linear springs with \( K_{m0} = 1 \times 10^6 \text{ N m}^{-1} \). To obtain a stable simulation for this stiff mooring line system, the Newmark parameters were set at \( \beta = 1/2 \) and \( \gamma = 1 \). The simulation was run for a total duration of 35 s, including a spin-up time of about 15 s after which steady-state conditions were reached.

The predicted body motions agreed well with the measurements (Fig. 13a–c), both in terms of their temporal variation as their magnitude. The heave response was slightly under predicted, but the model did capture the local minima in heave that occurs between the two local maxima where \( Z \approx 0 \). Furthermore, the typical magnitude and variation of the mooring line forces were well reproduced (Fig. 13d–e). The model however failed to reproduce the local minima in the forces (especially for the mooring line on the leeward side of the body, Fig. 13e), which coincides with the local minima in the heave response (Fig. 13b). At the upwave side of the breakwater, where standing waves occurred due to the partial reflections of the incident wave at the body, the predicted surface elevations agreed well with the measurements (Fig. 14a–b). In contrast, the phasing of the predicted and measured surface elevations did not agree downwave of the breakwater, although the predicted wave height compared well (Fig. 14c–d). In the lee of the breakwater, the wave field was a combination of (partially) transmitted incident waves, including a secondary harmonic generated due to the wave-structure interactions (e.g., due to the reduced water depth on top of the breakwater), and waves radiated by the body motions.

A spectral analysis shows that at the first two sensors (W1-W2) the predicted magnitude and phase of the first wave component (at \( f = 1 \text{ Hz} \)) were in reasonable agreement with the measurements (Fig. 14e–f). In the lee of the device, the discrepancies in the predicted magnitude and especially phase were typically larger for both the first and secondary harmonic (Fig. 14g–h), explaining the previously observed mismatch between the predicted and measured time series (Fig. 14c–d). To investigate if this mismatch is caused by the exclusion of the surge and pitch body motions when updating the flow grid, we compared an OpenFOAM – a VOF model – and a SWASH simulation for the same test case but without the body motions (i.e., solving the diffraction problem). This analysis shows that a 3-layer SWASH model captured the magnitude and phase of the primary harmonic in the lee of the (non-moving) obstacle, whereas a fine vertical resolution (100 layers) was required to also capture the phase of the secondary harmonic (see Appendix C). These findings suggest that the discrepancies between the model predictions and measurements observed in Fig. 14 are (at least in part) related to the coarse vertical resolution. Using a finer vertical resolution (100 layers) to reproduce the laboratory experiment...
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Furthermore, the model showed excellent parallel scaling on
Magnus, a 1097 TeraFLOPS high-performance computing facility that is
part of the Pawsey Supercomputing Centre located in Western
Australia. For example, the model showed a linear speed-up for up to
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5. Discussion

In this work we developed a new approach to simulate the evolution
of the waves and their interactions with a submerged point absorber.
The primary objective was to resolve both the nonlinear evolution of
the waves and the wave-induced response of a submerged point ab-
sorber at the scale of a realistic coastal region. The submerged body was
directly included within the computational flow domain, and a fully
dynamic coupling between the body and flow equations was im-
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nematic boundary conditions were directly imposed at the hull of the
body, and we did not account for the horizontal motions and the ro-
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method to small body motions relative to the flow grid, this allows a
simple and relatively efficient numerical approach as it does not rely on
more involved techniques (e.g., the immersed boundary method) to
account for the lateral and rotational body motions in the flow grid.

Despite this model limitation, the results of the test cases with linear
waves demonstrated the potential of the model to capture the
dominant response of a submerged point absorber. Importantly, the
model captured these dynamics with relatively coarse vertical resolutions
(ranging only 3 to 7 vertical layers). For all simulations, only one
layer was positioned above the body, one layer was running through the
body, and all remaining layers were located below the body. Fur-
thermore, the model was also shown to be able to handle nonlinear
wave conditions, as exemplified by the satisfactory agreement for two
test cases presented in Section 4.3. Although the small motion as-
sumption and the coarse vertical resolution introduced some in-
accuracies in the magnitude and phase of the wave components in the
lee of the submerged breakwater, the overall agreement between the
predicted and measured wave field, body motions, and mooring line
forces was encouraging (Figs. 13 and 14) – especially given that only

![Fig. 14. Panel a–d: comparison between the predicted (red lines) and measured (black markers) normalised wave elevations (panel a–d) for a duration of 4 wave periods after steady-state conditions were reached. Panel e–g: predicted (red line and open circular marker) and measured (black line and filled circular marker) energy density spectra (lines – left axis) and phase (markers – right axis) of the surface elevation signals. Note that the phase is only shown for the primary wave frequency (1 Hz) and the second-harmonic (2 Hz). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)](image_url)

![Fig. 15. Parallel scaling of the model on the Magnus system. The line with the markers indicates the model speed-up, and the dashed line illustrates a linear speed-up (which means that, for example, the simulation time is halved when double the amount of cores is used).](image_url)
wave-structure interactions demonstrate that large scale applications (spanning \(\epsilon(10 \times 10)\) wave lengths and \(\epsilon(100)\) wave periods) are feasible on high-performance computing facilities.

Part of the model efficiency can be attributed to the simplification of representing the free-surface as a single-valued function (in contrast with, for example, the more involved VOF method). This however does imply that the model does not account for processes such as the overturning of the free-surface (e.g., in plunging waves), the entrainment of air, and splashing of the water. Such phenomena are important when considering the survivability of a WEC during extreme conditions (when devices are not likely extracting wave energy). When producing power during operational conditions these processes are however not expected to dominate the response of the devices. Therefore, if one is primarily interested in the impact of wave farms at coastal scales – which ultimately is the aim of the presented modelling approach – these missing processes will not likely adversely impact the accuracy of the model.

For large-scale applications, the primary advantage of the proposed model compared to existing tools is that it accounts for most processes that are relevant when considering the impact of a wave farm. This includes not only the evolution of waves and their interactions with the wave farm, but also wave-generated currents in the nearshore. Although the model does not account for the resulting sediment transport, current patterns have successfully been used as a proxy for the mode of shoreline response (i.e., erosive or accretive) in the lee of coastal structures (e.g., Ranasinghe et al., 2010) and can likely also be used as a proxy to assess the coastal impact of wave farms.

The present work focussed on simulating the interactions between waves and a submerged floating obstacle. However, it is important to emphasise that the general numerical methodology can be extended to include other type of devices (e.g., floating point absorbers, bottom-mounted flaps, and oscillating water columns). Several previous authors have presented extensions of the non-hydrostatic approach to account for the presence of floating bodies. For example, Ma et al. (2016) and Orzech et al. (2016) simulated such wave-structure interactions using the immersed boundary method, and Rijnsdorp and Zijlema (2016) simulated these using a methodology that is similar to the one presented in this work. Although these studies did not consider the dynamic response of the floating bodies, this can be relatively straightforwardly included using the concepts presented in this work. In this manner, future work can extend our current modelling capabilities towards predicting the far-field impact of arrays of generic WECs, assisting the design of the optimal placement and configuration of future wave energy farms. Furthermore, the methodology is not restricted to submerged wave-energy-converters, but can be applied to any type of submerged structure (e.g., submerged floating breakwaters).

6. Conclusions

In this work, we have presented a new approach to simulate the interactions between waves and submerged floating bodies based on the non-hydrostatic wave-flow model SWASH. The primary objective of this work was to resolve both the nonlinear evolution of the waves and the wave-induced response of a submerged point absorber at the scale of a realistic coastal region. To validate the developed model, we considered several test cases including both linear and nonlinear waves, which also provided insight into the capabilities of the developed approach.

For linear wave conditions, model results were compared to an analytical solution (based on the potential flow equations) for the diffraction problem, radiation problem, and the dynamic response of a (single and three tethered) submerged cylindrical point-absorber. For a range of water depths and wave periods, the model captured the dominant response and power take-off of the point absorber with satisfactory accuracy.

Subsequently, the model was validated for a solitary wave and regular wave interacting with a submerged floating pontoon (or breakwater). For both these non-linear test cases, model predictions were in satisfactory agreement with the reference solutions (a previous numerical modelling study and a laboratory experiment, respectively) in terms of the wave elevation, wave-induced body motions, and mooring line forces.

Importantly, the model captured all of these dynamics with a relative coarse vertical resolution (ranging only 3 to 7 vertical layers). Combined with the excellent scalability on high-performance computing facilities, such coarse resolutions show that the model is suited to simulate the wave dynamics and wave-structure interactions at realistic field scales of \(\sim \epsilon(1 \times 1)\) km. This work thereby presents the first step towards the development of a new tool to simulate the nonlinear evolution of waves and their interactions with WECs at the scale of a realistic coastal region.
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Appendix A. Statistical measures

To quantify the model convergence and model accuracy, we computed three statistical metrics: the normalised root-mean-square-error (nE), the relative bias (RB), and the Murphy skill (MS) score. The nE was computed as,

\[
nE = \frac{1}{\sqrt{N}} \left( \frac{1}{\sum_{i=1}^{N} (Q_i - \bar{Q})^2} \right)^{1/2},
\]  

where \(Q\) is the model prediction and \(\bar{Q}\) is the reference solution in a sample size of \(N\), \(\sigma\) indicates the standard deviation, and the brackets (\(\langle \ldots \rangle\)) indicates averaging. The relative bias was computed as (e.g., Van der Westhuysen, 2010),
\[
RB = \frac{1}{N} \sum_i^N \left( \frac{Q_i - \bar{Q}_i}{\bar{Q}_i} \right),
\]
(A.2)and indicates to what extent the model predictions over estimate (positive RB values) or under predict (negative RB values) the reference solution. The skill score was computed as (Murphy, 1988),
\[
MS = 1 - \frac{1}{N} \sum_i^N \left( \frac{Q_i - \bar{Q}_i}{\bar{Q}_i} \right)^2.
\]
(A.3)where the overbar indicates averaging. With this skill metric, a score of 1 indicates perfect agreement and a score below zero indicates that the model predictive ability is worse than mean of the reference solution (e.g., Ralston et al., 2010; Hansen et al., 2015).

Appendix B. Frequency domain solution of the body response

Assuming small amplitude waves and small body motions, a frequency domain solution can be derived to compute the wave-induced response of a body (e.g., Alves, 2016). For a generic body that moves in heave, surge and pitch, this solution can be written as (e.g., Sergienko et al., 2018),
\[
\frac{\partial^2 \hat{\xi}}{\partial t^2} + \left( B_{pto} + B_2(\omega) \right) \frac{\partial \hat{\xi}}{\partial t} + K_{pto} \hat{\xi} = \hat{F}_h,
\]
(B.1)where \( \hat{\xi} = [\hat{X}, \hat{Z}, \hat{\phi}]^T \) represents the vector of the body motions, and \( \hat{\cdot} \) indicates the complex amplitude,
\[
A(\omega) = \begin{bmatrix} m + a_{11} & 0 & a_{13} \\ 0 & m + a_{22} & 0 \\ a_{31} & 0 & I_y + a_{33} \end{bmatrix}, \quad B(\omega) = \begin{bmatrix} b_{11} & 0 & b_{13} \\ 0 & b_{22} & 0 \\ b_{31} & 0 & b_{33} \end{bmatrix},
\]
(B.2)and \( a_{ij} \) and \( b_{ij} \) represent the frequency dependent hydrodynamic coefficients, where the subscripts distinct between surge (\( i = j = 1 \)) heave (\( i = 1, j = 2 \)), and pitch (\( i = j = 3 \)). The remaining parameters, \( K_{pto} \) and \( B_{pto} \) depend upon the mooring line arrangement. For a single tethered cylindrical device, these parameters read,
\[
K_{pto} = \begin{bmatrix} \frac{C_{pto}}{l} & 0 & \frac{-C_{pwh}}{l} \\ 0 & K_{pto} & 0 \\ \frac{-C_{pwh}}{l} & 0 & \frac{C_{pwh}}{l + h} \end{bmatrix}, \quad B_{pto} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & B_{pto} & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]
(B.3)where \( l \) is the initial length of the mooring line, and \( h \) is half the height of the cylinder (i.e., the distance from the mooring line attachment point to the centre of gravity of the cylinder). For a three tethered device, with all tethers pointing towards the centre of gravity of the cylinder and equally spaced in the horizontal plane (forming edges of the cuboidal vertex, see Fig. 2), these parameters read (Sergienko et al., 2018),
\[
K_{pto} = \begin{bmatrix} \frac{3}{2} \sin^2 \alpha_V \left( K_{pto} - \frac{C_{pto}}{\text{Momaory}} \right) + \frac{C_{pto}}{\text{Momaory}} & 0 & \frac{-C_{pwh}}{l} \\ 0 & 3\cos^2 \alpha_V \left( K_{pto} - \frac{C_{pto}}{\text{Momaory}} \right) + \frac{C_{pto}}{\text{Momaory}} & 0 \\ \frac{-C_{pwh}}{l} & 0 & \frac{C_{pwh}(l + h)(\cos^2 \alpha_V + 1)}{2\text{Momaory}} \end{bmatrix},
\]
(B.4)\[
B_{pto} = \begin{bmatrix} \frac{3}{2}B_{pto}\sin^2 \alpha_V & 0 & 0 \\ 0 & 3B_{pto}\cos^2 \alpha_V & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]
(B.5)where \( \alpha_V \) is the vertical angle of the mooring line with the centre of gravity of the cylinder (see Fig. 2). The solution of the system of equations (Eq. (B.1)) determines the response of the moored body. Based on the linear response, the mean power take-off can be computed as (e.g., Alves, 2016),
\[
\mathcal{F} = \frac{1}{2} \omega^2 \hat{\xi}^T B_{pto} \hat{\xi},
\]
(B.6)where \( \hat{\cdot} \) indicates the complex conjugate.
Appendix C. SWASH - OpenFOAM comparison

Fig. C.1. OpenFOAM (black line and markers) and SWASH (red line and markers, 3-layer simulation; and green line and markers, 100-layer simulation) comparison for the interaction between a regular wave and a fixed submerged floating breakwater. Panel a–d show a snapshot of the surface elevation near the obstacle at four different time steps (as indicated in each panel). In these panels, the dashed vertical lines indicate the location of the wave sensors (labelled in panel a), and the shaded grey area indicates the location of the breakwater. Panel e–h show the time-series of the surface at 4 sensor locations (W2-W5) for a duration of 5 wave periods after spin-up. Panel i–l show the energy density spectra (left axis, full line) and the phase (markers) of the surface elevation at these 4 wave sensors. In these plots, the phase is only shown for the primary wave frequency (1Hz) and the second-harmonic (2Hz).

To investigate the mismatch between the SWASH predictions and laboratory measurements (Peng et al., 2013) of the surface elevation signals in the lee of the submerged floating breakwater (section 4.3.2), we compared an OpenFOAM (including the IHFoam toolbox to generate and absorb waves; Higuera et al., 2013, 2014) with a SWASH simulation for the same test case that excludes the body motions. The OpenFOAM simulation was run with a horizontal grid resolution of $\Delta x = 1$ cm, and a vertical grid resolution of $\Delta z = 0.5 \text{ cm}$ (with the finest grid resolution near the free-surface). SWASH was run with the same horizontal resolution, and with both 3 layers and 100 layers (the latter resulting in a vertical resolution that is comparable to the OpenFOAM simulation). To minimise the influence of (re-)reflections at the side boundaries in the OpenFOAM simulations (related to inaccuracies introduced by the active wave absorption in IHFoam), we considered a longer domain with a length of 30 m, with the obstacle located at $x = 15$ m.

The comparison between SWASH and OpenFOAM was best for the 100 layer simulation, in which case the free-surface profile near the obstacle (Fig. C1a–d), and the surface elevation time-series at the wave sensors (Fig. C1e–h) were in good agreement. A spectral analysis confirms that both the magnitude and the phase of the primary wave component ($f = 1$ Hz) agreed at sensors W2-W5. The same holds for the super-harmonic wave component ($f = 2$ Hz) that is generated through the interactions between the waves and the obstacle, although a relatively small phase difference ($\Delta \phi \approx 38^\circ$) was observed between the 100-layer SWASH and OpenFOAM solution in the lee and above the obstacle (Fig. C1j-l). Despite this phase difference, the surface-elevation signals compared well at sensors W3 and W4. In contrast, the surface-elevation predicted by the 3-layer SWASH simulation showed larger discrepancies in the lee of the device, and the spectral analysis shows that this can be attributed to a larger $\Delta \phi (\approx 80^\circ)$ between the SWASH and OpenFOAM super-harmonic wave component (as the phase of the primary component was nearly identical). Given that the 100-layer SWASH simulation captured the surface elevation signals in the lee of the obstacle, these results indicate that this mismatch is a result of the coarse vertical resolution.
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